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Abstract: Currently, machine learning, including artificial neural networks of 
different architectures and support vector machines, provides extremely important tools for 
analyzing, processing and visualizing geo and intelligent environmental data. Machine 
learning represents an important complement to traditional techniques, such as geostatistics. 
In this article, we present a review of several applications from the last period of using 
machine learning for geospatial data: regional classification of environmental data, 
continuous mapping, environmental data, and pollution, including the use of automated 
algorithms, optimization (design / redesign) of monitoring networks. 
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1. Introduction 
 
Thousands of satellite data sets are freely available online, but scientists need the right 

tools to efficiently analyze the data and share the results. The roots of machine learning in 
remote sensing date back to the 1990s. It was originally introduced to automate the 
knowledge-based building for remote sensing and was thus further developed by experts at 
that time, how the proposed approach of the system for automatic learning has generated the 
highest analysis and visualization accuracy compared to conventional methods. After such 
similar developments, machine learning was soon adopted as an important tool by the remote 
sensing community. 

In recent decades, it has been used in all kinds of projects, to analyse and visualize this 
geospatial data. Geospatial data analysis using machine learning proves to be an advantage in 
anticipating the processing and analysis results of this large-dimensional data [1]. 

There are multiple famous machine learning algorithms in use today, and new 
algorithms are popping up every other day. Some of the widely known algorithms are Support 
Vector Machines, Neural Networks, Random Forests, K-Nearest Neighbours, Decision Trees, 
K-Means, Principal Component Analysis. 

It can be said that Machine learning (ML) is very useful for prediction, analysing and 
visualization geospatial data in many domains. ML tools are mainly founded out a place for 
filtering, interpretation, and prediction information [2]. 
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In today's era, by using analytical machine learning algorithms that include artificial 
neuronal networks (ANN), vector support machines (SVMS) specialists can analyse the 
processing and visualization of geospatial data from satellites. 

Thus, this scientific report aims to review some of the recent best practices with ML 
using geospatial data, considering the learning process and the properties of this data for the 
full understanding of: 

• How much progress has been made in handling spatial properties of data in 
ML? 

• What are some of the best practices to this respect? 
• How to store and access spatial data for ML? 
• How can we process, access, manipulate, and display geospatial data? 
• Where do opportunities exist for future research with and on spatially explicit 

ML? 
 
2. Machine Learning and methodologhy 
 
Machine learning is a branch of artificial intelligence (AI) and computer science 

which focuses on the use of data and algorithms to imitate the way that humans learn, 
gradually improving its accuracy. 
Machine learning is an important component of the growing field of data science. Using 
statistical methods, algorithms are trained to make classifications or predictions, uncovering 
key insights within data mining projects. These insights subsequently drive decision making 
within applications and businesses, ideally impacting key growth metrics. As big data 
continues to expand and grow, the market demand for data scientists will increase, requiring 
them to assist in the identification of the most relevant business questions and subsequently 
the data to answer them. 
The learning system of an automatic learning algorithm is divided into three main parts [6]: 

A. A Decision Process: In general, machine learning algorithms are used to make a 
prediction or classification. Based on some input data, which can be labelled or 
unlabelled, your algorithm will produce an estimate about a pattern in the data. 

B. An Error Function: An error function serves to evaluate the prediction of the 
model. If there are known examples, an error function can make a comparison to 
assess the accuracy of the model. 

C. A Model Optimization Process: If the model can fit better to the data points in the 
training set, then weights are adjusted to reduce the discrepancy between the known 
example and the model estimate. The algorithm will repeat this evaluate and 
optimize process, updating weights autonomously until a threshold of accuracy has 
been met.   

There are three subcategories of machine learning [8]: 
• Supervised machine learning models are trained with labelled data sets, which 

allow the models to learn and grow more accurate over time. Supervised machine 
learning is the most common type used today. 

• In unsupervised machine learning, a program looks for patterns in unlabelled data. 
Unsupervised machine learning can find patterns or trends that people are not 
explicitly looking for. 

• Reinforcement machine learning trains machines through trial and error to take the 
best action by establishing a reward system. Reinforcement learning can train 
models to play games or train autonomous vehicles to drive by telling the machine 
when it made the right decisions, which helps it learn over time what actions it 
should take. 

https://www.ibm.com/cloud/learn/what-is-artificial-intelligence
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Bibliographic selection in our article started for a first step from the questions listed in 
the previous section, thus identifying that machine learning is a field of future in prediction, 
processing, analysis, and visualization of geospatial data. Many satellites orbit around the 
earth and provide users with a large amount of data, such as optical and radar images, thus 
making available free images by accessing the databases of: Copernicus, Sentinel, Landsat, 
etc. 

The bibliographic study conducted in this research report was to inform the scientific 
sector about the problems that have been resolved so far in the prediction, processing, 
analysis, and visualization of geospatial data using machine learning. This leads to 
bibliographic selection by keywords: geospatial data, satellite images, machine learning, 
prediction models, analysis, visualization, and published in databases as: IEEE, Springer, 
Elsevier, Scopus, reasarchgate.net, Web of Science, Crossref. Also, for the selection of the 
bibliographical articles, we also considered that they should be published in journals, be part 
of research projects in the research area proposed, and to present best practices from the 
literature. 

We have selected articles that comply with the following criteria: Published after 
2017, have a minimum of 3 citations, published in journal or major conferences, and 
international research projects. 
Articles based only on title and summary without access to all information have been 
excluded. 
To understand the applicability of machine learning in geospatial data we searched in 
literature and Moocs. 

Based on these criteria we have identified 19 scientific articles that present different 
problems solved in the field of machine learning for the processing, analysis, and 
visualization of geo-space data. 

 
3. Results 
 
These bibliographic studies have been classified according to keywords (satellite 

images, geospatial data, big data, predictive, processing, analysis, visualization in machine 
learning), depending on the period when they were published (2017-2021 in journals, 
conferences, and research projects), as well as on what problems are solved in this field 
(Table 1). 

We have studied, from the bibliographic source, in the scientific report, several 
important applications of machine learning algorithms for geospatial data: regional 
classification of environmental data, mapping of continuous environmental data including 
automatic algorithms, optimization (design/redesign) of monitoring networks. 

All these studies have as a solution the use of the Python programming language 
because it has developed libraries to streamline prediction, analysis, visualization of geo-
space data and share results. 
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Tabel 1. Taxonomy and representative publications of Geospatial data using Machine 
Learning 

Category Publications 
representative classification algorithms of machine learning [1], [2], [10], [12] 
practices are introduced into new ways of working with geospatial 
data using artificial intelligence and automated learning techniques 

[4], [7], [12], [16], 
[18] [19]  

evolution from Jupyter to JupyterLab or Pyjeo from JEO-Lab [3], [9], [11], [13], 
[14], [17] 

analyse a large GeoData, resulting in an interactive map [1], [2], [10], [12] 
Artificial intelligence for Earth monitoring MOOCs [5], [6], [8], [15] 

 
Articles 1, 2 and 10 of bibliographic research refer to how users can realize a map 

(topography, historical or general) at different scales using different databases that store 
geospatial data (OpenStreetMap, Sentinel etc.) [1] [2] [10]. 

In these studies, the focus is on the elimination and aggregation of the building layer, 
for which each building in a large scale was classified as “0-eliminated,” “1-retained,” or “2-
aggregated.” Machine-learning classification algorithms were then used for classifying the 
buildings. Furthermore, the buildings were classified using representative classification 
algorithms of machine learning: decision tree (DT), k-nearest neighbor (k-NN), naive Bayes 
(NB), and support vector machine (SVM). In addition, geometric, topological, and thematic 
properties were used as input features. 

The result of articles research consists in the classification of buildings using 
representative classification algorithms of machine learning through decision tree (DT), k-
nearest neighbour (k-NN), naive Bayes (NB) and vector support machine (SVM). In addition, 
geometric, topological, and thematic properties were used as input characteristics. 

The authors of article 2 did not target the whole process of generalizing buildings; 
rather they considered the classification of buildings, which could be used as a preparatory 
step for the generalization of buildings.  

 

 
Figure 1. Visualized results [2] 
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Another field approach set out in Articles 3, 9, 11,13,14, and 17 proposes the analysis 
and visualization of data using satellite data provides precise procedures to analyse a large 
GeoData, resulting in an interactive map [3] [9] [11] [13] [14] [17]. These papers concentrate 
on the advances regarding the interactive analysis and visualization layer. The following 
aspects are detailed: evolution from Jupyter to JupyterLab or Pyjeo from JEO-Lab, 
availability of new data collections, the possibility to execute arbitrary Python code, and 
applications for users without programming capabilities exploiting the temporal dimension of 
geospatial data cube. 

 
Figure 2. The interactive processing and visualization model [3] 

 

 
Figure 3. Interactive analysis and visualization in JEO-lab [18] 

 
The results presented in these articles are implemented on the JRC Big Data Platform 

(JEODPP, JEO-lab). The JEODPP platform and has been characterized by providing users 
with a wide variety of raster and vector geospatial datasets. This was done for all functions 
originating from the software suite for processing geospatial data, as well as a series of 
morphological image analysis functions, including hierarchical image segmentation based on 
constrained connectivity [3]. The result of the research obtained was the realization of various 
interactive maps for: agriculture, forests etc. 
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Figure 4. Interactive map for agriculture [3] 

 

 
Figure 5. Jupyter notebook with interactive visualization and rendering of the density map of 

the ships detected from Sentinel-1 images over the Mediterranean sea during the period 
October 2014 to September 2016 [17] 

 
To predict, analyse, visualize this geospatial data and share results, in Articles 5 and 

15, Copernicus is helping users with a MOOC course: Artificial intelligence for Earth 
monitoring MOOCs. In 6, 7, 8, 12, 15, 16, 18 and 19 the authors give examples of basic 
methods, applications, and visualizations to processes satellite data sets for Earth science 
research. 

 

 
Figure 6. Artificial Intelligence for Earth Monitoring MOOC [5] 



F.M. Brebu, C.C. Mușat, C.B. Vîlceanu, I.S. Herban, C. Grecea 
A Review of Geospatial Data Analysis and Visualization Using Machine Learning 

 

- 19 - 

 

 
Figure 7. Earth Observation using Python: A Practical Programming Guide [16] 

 
These practices are introduced into new ways of working with this data using artificial 

intelligence and automated learning techniques. 
 

4. Discussions 
 

In these all-bibliographic research, three broad classes of machine learning algorithms 
were used. One class is learning the supervised, the second is learning the unsupervised, and 
the third is enhanced learning. The difference between supervised and unsupervised is that, 
while using supervised algorithms, one has a data set that contains the output column; while 
using unsupervised algorithms, one has only a huge data set, and it is the duty of the 
algorithm to group the data set into different classes, based on the relationship he identified 
between different records. Learning consolidation is slightly different. In consolidation 
learning, the algorithm is provided with an environment, and the algorithm makes decisions in 
that environment. It continues to improve with each decision based on the feedback it receives 
for its latest decision. These are the three famous algorithms used to analyse and visualize 
geospatial data from satellite images. 

Several applications of automatic learning algorithms for geospatial data have been 
used for: regional classification of environmental data, mapping of continuous environmental 
data, including automated algorithms, and optimization (design / redesigning) of monitoring 
networks. 

The following typical geospatial data analysis issues and appropriate approaches / 
methods that can be used to solve them can be concluded from the study: 

• Spatial predictions/interpolations: deterministic interpolators, geostatistics, 
machine learning. Spatial predictions in a high-dimensional geo-feature space 
– machine learning. 

• Modelling and spatial predictions with uncertainties (e.g., considering 
measurement errors): geostatistics, machine learning. 
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• Multivariate joint predictions of several variables: geostatistics (co-kriging), 
machine learning (multi-task learning). 

• Risk mapping – modelling of local probability density function: geostatistics 
(indicator kriging, simulations), machine learning (mixture density networks). 

• Modelling of spatial variability and uncertainty, conditional simulations 
(spatial Monte Carlo simulations): geostatistical conditional stochastic 
simulations (sequential Gaussian simulations, indicator simulations etc.). 

• Optimization of monitoring networks (spatial sampling design/redesign): space 
filling models, geostatistics (kriging, simulations), machine learning (Support 
Vector Machines). The basic idea of using Support Vector Machines for spatial 
sampling design is that only support vectors are important measurement points 
contributing to the solution of mapping problem. 

• Data mining in a high-dimensional geo-feature space: machine learning 
(supervised and unsupervised learning algorithms). 

These solved problems are currently used for research in modelling geospatial data, 
for making an interactive map of the studied area (example a country) such as: topo-climatic 
modelling, natural hazard assessments (landslides, avalanches), pollution mapping (inside the 
radon, heavy metals, air and soil pollution), natural resources assessment, remote 
classification of remote sensing images, analysis and visualization of socio-economic data etc. 

An unresolved problem in predicting, analysing, and visualizing geospatial data using 
Auto Learning is creating a single interactive map for a city that contains all these solutions 
that have been resolved so far, such as: 

• progress made in handling spatial properties of the data in Machine Learning 
using Big Data platforms; 

• best practices in this respect are the use of Python programming language with 
libraries developed for the research field; 

• storing and accessing space data for ML; 
• processing, accessing, the manipulation and display of geospatial data. 

As stated in the previous paragraph, as an opportunity for future research using ML 
will be prediction, analysis, and visualization of geospatial data will be the creation of a single 
interactive map for an administrative territory and, of course, the realization of the 
transformation from the WGS84/Mercator projection into the 1970 stereographic projection 
currently used in Romania. 

 
5. Conclusions 
 
Automatic learning algorithms are adaptive, non-linear, extremely powerful universal 

tools. They have been used successfully in many geo- and environmental applications. In 
principle, they can be used efficiently in all stages of environmental data extraction: analysis 
of exploratory spatial data, recognition and modelling of spatial-temporal models, and 
decision-oriented mapping. 

Current trends in ML applications for geo- and environmental sciences refer to: 
reducing nonlinear dimensionality and visualizing data; analysis and modelling of data in 
high-dimensional geo-characteristic spaces; rapid modelling of physical processes and other 
processes in hybrid models; extraction, modelling, and predictions of spatial-temporal models 
/ structures (data exploitation and forecasting). 

It should be noted that, being data-based models, they need in-depth knowledge of 
experts to be able to be applied correctly and efficiently, from preprocessing data to 
interpreting and justifying results. 
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